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Abstract—Deep neural networks are becoming increasingly
popular in Internet of Things (IoT) applications. Their capa-
bilities of fusing multiple sensor inputs and extracting temporal
relationships can enhance intelligence in a wide range of applica-
tions. However, one key problem is the missing of adaptation to
heterogeneous on-device sensors. These low-end sensors on IoT
devices possess different accuracies, granularities, and amounts
of information, whose sensing qualities are heterogeneous and
vary over time. The existing deep learning frameworks for IoT
applications usually treat every sensor input equally over time
or increase model capacity in an ad-hoc manner, lacking the
ability to identify and exploit the sensor heterogeneities. In this
work, we propose SADeepSense, a deep learning framework
that can automatically balance the contributions of multiple
sensor inputs over time by exploiting their sensing qualities.
SADeepSense makes two key contributions. First, SADeepSense
employs the self-attention mechanism to learn the correlations
among different sensors over time with no additional supervision.
The correlations are then applied to infer the sensing qualities
and to reassign model concentrations in multiple sensors over
time. Second, instead of directly learning the sensing qualities and
contributions, SADeepSense generates the residual concentra-
tions that are deviated from the equal contributions, which helps
to stabilize the training process. We demonstrate the effectiveness
of SADeepSense with two representative IoT sensing tasks:
heterogeneous human activity recognition with motion sensors
and gesture recognition with the wireless signal. SADeepSense
consistently outperforms the state-of-the-art methods by a clear
margin. In addition, we show that SADeepSense only imposes
little additional resource-consumption burden on embedded de-
vices compared to the corresponding state-of-the-art framework.

I. INTRODUCTION

The proliferation of embedded and mobile devices able to
perform complex sensing and recognition tasks unveils the
future of intelligent Internet of things. Nowadays Internet
of Things (IoT) applications cover a broad range of areas
including context sensing [5], [14], [15], crowd sensing and
localization [12], [18].

At the same time, deep neural networks have advanced
greatly in processing human-centric data, such as images,
speech, and audio. The use of deep neural network has also
gained increasing popularity in mobile sensing and computing

research [23]. Great efforts have been made on designing uni-
fied structures for fusing multiple sensing inputs and extracting
temporal relationships [19], [11], compressing neural network
structures for reducing resource consumptions on low-end
devices [24], [20], [4], providing well-calibrated uncertainty
estimations for neural network predictions [21], [8], and reduc-
ing human labelling effort with semi-supervised learning [22].

To further advance such development for IoT applications,
an increasing amount of researches have been recently made
to explore deep learning structures for addressing IoT/sensing-
related challenges. The heterogeneity of on-device sensor qual-
ities is one of these key issues, waiting to be resolved [15]. On
one hand, to control the overall cost, IoT devices are equipped
with low-cost sensors. Compared to dedicated sensors, they
have insufficient calibration, accuracy, and granularity. The
sensing quality of the different on-device sensors can therefore
be heterogeneous. On the other hand, the unpredictable system
workload, such as heavy multitasking and I/O load, can lead to
unstable sensor sampling rates, because the OS may often fail
to attach accurate timestamps for measurements. The sensing
quality can therefore be heterogeneous over time as well.

Some existing deep learning frameworks for IoT applica-
tions treat different on-device sensors equally over time [19].
Such designs overlook the characters of on-device sensors,
which fails short in utilizing heterogeneous sensing qualities.
Others circumvent such problem by increasing the overall neu-
ral network capability accompanied by data augmentation [13].
Therefore, the community naturally calls for a specific deep
learning structure to tackle with the heterogeneity of sensing
qualities over multiple sensors and time.

To this end, we propose SADeepSense, a deep learning
framework with sensor-temporal self-attention mechanism for
heterogeneous on-device sensor inputs. The proposed self-
attention mechanism can automatically balance the contribu-
tions of multiple sensor inputs over time by inferring their
sensing qualities without any additional supervision. The key
idea of SADeepSense is to identify the qualities of sensing
inputs by calculating the dependencies of their internal repre-
sentations in the deep neural network.



We assume that each sensor input is the composition of
sensing quantity and noise. A sensing input with higher quality
should contain a larger proportion of sensing quantity and a
smaller proportion of noise. However, measuring the quality
of sensing input directly is a challenging task. SADeepSense
solves the problem by exploiting the dependencies among all
input sensing quantities. For an IoT application, the correlated
sensing quantities form complex dependencies that determine
the final prediction or estimation, while the noises do not.
Therefore, the extent of dependency and correlation among
sensing inputs can be used to estimate the sensing quality.
For example, a sensing input showing strong dependencies on
other inputs is more likely to be a high-quality measurement.

SADeepSense estimates the correlations of sensing inputs
through the self-attention mechanism. It is a configurable
module that can be inserted into the neural network when we
want to merge the information from multiple sensors or over
time. The self-attention module can be viewed as a weighted
sum of targeted input representations, where the weights are
controlled by the degree of dependencies calculated by the
scaled dot products of transformed internal representations
from multiple hidden spaces. In addition, in order to stabilize
the training process of self-attention modules, SADeepSense
is designed to calculate residual contributions that is deviated
from equal contributions from multiple sensors and over time.

We demonstrate the effectiveness of SADeepSense using
the following two representative problems in IoT applications,
which illustrate the potential for exploiting different sensing
heterogeneous with the same self-attention framework:

1) Heterogeneous human activity recognition (HHAR): Hu-
man activity recognition itself is a mature problem.
Stisen et al. illustrated that state-of-the-art algorithms
do not generalize well across users when a new user
is tested who has not appeared in the training set [15].
In this paper, we demonstrate that exploiting sensing
heterogeneities can further improve the heterogeneous
recognition performance.

2) Wi-Fi signal based gesture recognition (Wisture): Re-
cently, radio frequency signals have been explored as
another emerging resource for sensing on IoT devices.
This task uses the Received Signal Strength Indicator
(RSSI) of Wi-Fi signals to recognize hand gestures. In
this paper, we further exploit the heterogeneity of Wi-Fi
signals over time to improve the recognition accuracy.

Experiments are conducted on the above two IoT tasks
under the normal and noise-augmented scenarios. For the
noise-augmented case, we add additional white Gaussian noise
on both sensing measurements and attached time stamps to
emulate the extreme noisy sensing environments in the wild.
We compare SADeepSense to the state-of-the-art DeepSense
framework [19], the data-augmentation based solution for
sensing heterogeneity problem [13], and other traditional ma-
chine learning algorithms. SADeepSense consistently achieve
the best performance, which illustrates the efficacy of our
SADeepSense framework on exploiting heterogeneous sensing

quality. In addition, we test SADeepSense and other baseline
algorithms on Nexus 5 phones to show the low overhead of
our self-attention design.

The rest of this paper is organized as follows. Section II
introduces related work on dealing with heterogeneous sensing
quality and attention mechanism. We describe the technical
details of SADeepSense in Section III. The evaluation is
presented in Section IV. Finally, we discuss the results in
Section V and conclude in Section VI.

II. RELATED WORK

For IoT systems deployed “in the wild”, the rich set of
embedded sensors can confront unexpected performance varia-
tions due to device manufacturers, models, OS types, and CPU
load conditions. Therefore, one key problem in mobile sensing
research is to deal with heterogenous sensing qualities. Stisen
et al. systematically investigate sensor-specific, device-specific
and workload-specific heterogeneities using 36 smartphones
and smartwatches, consisting of 13 different device models
from four manufacturers [15]. These extensive experiments
witness performance degradation due to the heterogenous
sensing quality. They also propose some clustering and in-
terpolation pre-processing steps to mitigate the side-effects of
sensing heterogeneity. However, these solutions only regain a
limited part of these heterogeneity-caused accuracy losses.

Recently, deep neural networks have achieved great im-
provement on processing human-centric data. Lane et al.
proposed to use deep neural networks to solve common audio
sensing tasks [11]. Yao et al. designed a unified deep neural
network framework called DeepSense for mobile sensing and
computing tasks. Although DeepSense could effectively fuse
information from multiple sensing inputs and extract tempo-
ral relationships [19], it failed to take heterogenous sensing
quality into consideration Mathur et al. tried to circumvented
the heterogeneous sensing quality by increasing the model
complexity and applying the data augmentation technique.
However, their method relied heavily on the manually gener-
ated augmented dataset, which fails to enable neural network
itself to understand and utilize the heterogeneous sensing
quality. Therefore, none of these works is able to infer and
utilize the heterogeneous quality information adaptively by
the learning model from sensing data. To the best of our
knowledge, SADeepSense is the first deep learning framework
that is able to exploit sensing quality for IoT applications
without any additional supervision.

In addition, attention mechanism is becoming increasing
popular and has made great advances in traditional machine
learning tasks. Bahdanau et al. propose the first attention
mechanism for machine translation [3], which improves word
alignment for sequence learning. Xu et al. design the atten-
tion mechanism for image caption with both hard and soft
attentions [17]. Recently, Vaswani et al. exploit the attention
mechanism for machine translation by designing a neural
network with only self-attention components [16]. To the best
of our knowledge, we are the first to use attention mechanism
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Fig. 1: The structure of Self-Attention (SA) module.

for estimating and utilizing heterogenous sensing quality for
sensing-oriented IoT applications.

III. SADEEPSENSE FRAMEWORK

In this section, we introduce the technical details of our
SADeepSense framework. We separate our descriptions into
two parts. First, we introduce the Self-Attention (SA) module
that can merge multiple inputs based on their corresponding
input sensing qualities. Next, we introduce the SADeepSense
framework, using the SA module to merge sensing information
from multiple sensors and over the time.

For the rest of this paper, all vectors are denoted by bold
lower-case letters (e.g., x and y), while matrices and tensors
are represented by bold upper-case letters (e.g., X and Y). For
a vector x, the jth element is denoted by x[j]. For a tensor
X, the tth matrix along the third axis is denoted by X··t, and
other slicing denotations are defined similarly. For any tensor
X, |X| denotes the size of X. We use calligraphic letters to
denote sets (e.g., X and Y). For any set X , |X | denotes the
cardinality of X .

A. Self-Attention (SA) Module

In this subsection, we introduce the design of our Self-
Attention (SA) module. We assume that the input of SA
module is denoted as X ∈ Rn×f , where n is the dimension to
be merged and f is the feature dimension of each merging
component. The general expression of SA module can be
formulated as

w ·X, s.t.
∑

w = 1, (1)

where w ∈ R1×n is the attention weight vector that controls
the contributions of n merging components in X. Therefore,
the key question is the way to generate the attention weight
that can reflect the sensing quality of input components. Please
notice that the SA module input, X, does not required to
be in a matrix form. X ∈ Rn×···×f can be a d-dim tensor
whose first dimension are n components that are prepared to
be merged. In this following formulation, we will still assume
X to be a matrix if not specified otherwise.

We assume that each sensor input is the composition of
targeted sensing quantity and noise. The sensing quantities are

highly correlated while noises are not. The intuition behind
our SA module is that the degree of correlations of hidden
representations can be utilized to infer their sensing qualities.

Therefore, the inputs are first transformed into two latent
spaces f and g to calculate their correlations. Two transfor-
mations have different functionalities. Function f is a local-
correlation transformation. It extracts local features for each
merging component, where f(X) = Rn×···×h and h is the
dimension of latent space. Function g is a global-correlation
transformation. It extracts global features by fusing all merging
component, where g(X) = R1×···×h. The transformation
functions f and g can be implemented with simple neural
network layers. For an example illustrated in Figure 1, f is a
1× 1 convolutional layer and g is a 3× 1 convolutional layer
with no padding. In addition, we need to decide the dimension
of latent space, h. In this paper, we choose h to be the number
of classification categories, where each dimension of the latent
space is supposed to contain category-specific correlations.

Having both the global and local correlation features, we can
then calculate the correlation heat-map between each merging
input and the all others,

M =
f(X)⊗ g(X)√

h
, (2)

where ⊗ is the element-wise multiplication by broadcast the
first dimension of g(X). Notice that we rescale the the heat-
map in (2) by

√
h to prevent the magnitude of correlation

heat-map from blowing up.

Then, we can utilize the correlation heat-map to calculate
the attention weight w in (1). This is done by calculating the
mean of correlation heat-map along all the dimension except
for the first one and going through the softmax function,

w = softmax

(
n

|M|
∑
1:d

M

)
. (3)

The logit calculated by the mean of heat-map preserve the
correlation information of merging components, which is used
to infer their sensing qualities.

In order to further improve the stability of SA module, we
enable our self-attention design to learn the residual deviation
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Fig. 2: Main architecture of the SADeepSense framework.

from the equal concentration of attention weight,

w = softmax

(
δ + (1− γ) · n

|M|
∑
1:d

M

)
, (4)

where δ is pre-defined constant, working as the prior of
uniform attention weight. γ is a exponential decaying factor
formulated as

γ = λt/T (5)

where λ is the decaying rate, t is the training step, and T is
the decaying steps. The exponential decaying factor γ starts
from 1 and decays as the training step increases. During the
evaluation, we set λ to be 0.1 and T to be the training epoch.

B. SADeepSense Structure

In this subsection, we integrate our proposed SA module
with the state-of-the-art deep learning framework for IoT
application, DeepSense [19]. The SA module is designed to
merge multiple input representations according to the amount
of carried information. In this paper, we utilize SA module to
merge information from multiple sensors and over time by ex-
ploiting their heterogeneous sensing qualities. The integrated
deep learning framework is called SADeepSense, whose de-
tailed neural network structure is illustrated in Figure 2.

For a particular application, we assume that there are K
different types of input sensors S = {Sk}, k ∈ {1, · · · ,K}.
Take a sensor Sk as an example. It generates a series of mea-
surements over time. The measurements can be represented by
a d(k)×n(k) measured value matrix V and a n(k)-dimensional

timestamp vector u, where d(k) is the dimension for each
measurement (e.g., raw measurements along x, y, and z axes
for motion sensors have dimension 3) and n(k) is the number
of measurements. We split the input measurements V and u
along time (i.e., columns for V) to generate a series of non-
overlapping time intervals with width τ ,W = {(V(k)

t ,u
(k)
t )},

where |W| = T . Note that, τ can be different for different
intervals, but here we assume a fixed time interval width
for succinctness. We then apply Fourier transform to each
element in W , because the frequency domain contains better
local frequency patterns that are independent of how time-
series data is organized in the time domain. We stack these
outputs into a d(k) × 2f × T tensor X(k), where f is the
dimension of frequency domain containing f magnitude and
phase pairs [19]. The set of resulting tensors for each sensor,
X = {X(k)}, is the input of SADeepSense.

The overall structure can be separated into three subnets:
individual convolutional subnet, merged convolutional subnet,
and temporal recurrent subnet.

For each time interval t, each type of sensor measurement
with matrix X

(k)
..t will be fed into an individual convolutional

subnet for extracting the relationships within the frequency
domain and across the sensor measurement dimension. The
individual convolutional subnet learns high-level relationships
X

(k,1)
..t , X

(k,2)
..t , and X

(k,3)
..t hierarchically for each sensing

input individually.
Then the structure has to merge the features from multiple

individual convolutional subnets from different type of sensors.
The previous frameworks usually average or concatenate the
representations from different sensors and feed them to the



next subnet, treating the representations from different sensor
equally. The SADeepSense framework, however, exploits the
heterogeneous sensing quality from multiple sensors with our
proposed SA module. We called this part sensor self-attention
module. We flatten the matrix X

(k,3)
..t into x

(k,3)
..t and concat all

K vectors {x(k,3)
..t } into a K-row matrix X

(3)
..t , which is the

input of our sensor self attention module. The sensor self-
attention module estimate the sensing quality of K inputs
by calculating their internal dependencies and correlations.
Then the module generates the row-wise weighted sum X

(4)
..t

from X
(3)
..t whose weight is decided by their sensing qualities.

The detailed structure of sensor self attention module was
described in Section III-A.

Next, the merged convolutional subnet hierarchically learns
the relationships X

(5)
..t , X

(6)
..t , and X

(7)
..t among K sensing

inputs. The output of merged convolutional subnet is flatten
into vector x(c)

..t as the input of temporal recurrent layers.
The temporal recurrent layers is a two-layer Gated Recur-

rent Unit (GRU). We choose GRU instead of Long Short-
Term Memory (LSTM), because GRUs show similar per-
formance as LSTMs on various tasks, while having a more
concise expression [6], which reduces network complexity
for IoT applications. The input {x(c)

..t } for t = 1, · · · , T are
fed into stacked GRU which generates outputs {x(r)

..t } for
t = 1, · · · , T . Then the framework has to fuse the information
from T time intervals. Averaging the features from T intervals
is a common choice. In this paper, we employ SA module to
merge according to their sensing quality over time. We call
this part temporal self-attention module. We concatenate all
T recurrent-layer output {x(r)

..t } into a T -row matrix X(r).
Then we apply the SA module to learn the sensing quality
over time. The structure of SA module is again described
in Section III-A. The resulting vector goes through a sofmax
layer for classification.

IV. EVALUATION

In this section, we evaluate SADeepSense using two repre-
sentative sensing-related tasks in IoT systems: human activity
recognition with motion sensors and gesture recognition with
Wi-Fi signal. We first introduce our experimental settings,
including the hardware, dataset, and baseline algorithms. We
then evaluate our design in terms of accuracy, time, and energy
consumption.

A. Hardware

In this evaluation section, we run all experiments on the
Nexus 5 phone. The Nexus 5 phone is equipped with quad-core
2.3 GHz CPU and 2 GB memory. We manually set 1.1GHz
for the quad-core CPU for stable resource consumptions
among different trials. For fairness, all models, including deep-
learning and non-deep-learning, are run solely on CPU.

B. Software

In all experiments, all neural network are trained on the
workstation with GPUs. Then the deep learning models are

exported and loaded into Android phones. We use TensorFlow-
for-Mobile to run neural networks on phones [1]. For other
traditional machine learning algorithms, we run with Weka for
Andorid [2]. All experiments on Nexus 5 run solely with CPU.
No additional runtime optimization is made for any models for
all experiments.

C. Datasets

We evaluate algorithms with two tasks, human activity
recognition with motion sensors (HHAR) and gesture recogni-
tion with Wi-Fi signal (Wisture), under two testing scenarios,
normal and noise-augmented.

For the HHAR, we perform a human activity recognition
task with accelerometer and gyroscope measurements. We
use the dataset collected by Stisen et al. [15]. This dataset
contains readings from two motion sensors (accelerometer
and gyroscope). Readings were recorded when users executed
activities scripted in no specific order, while carrying smart-
watches and smartphones. The dataset contains 9 users, 6
activities (i.e., biking, sitting, standing, walking, climbStair-
up, and climbStair-down), and 6 types of mobile devices.
Accelerometer and gyroscope measurements are model inputs.
Each sample is further divided into time intervals of length τ ,
as shown in Figure 2. We take τ = 0.25 s. Then we calculate
the frequency response of sensors for each time interval, and
compose results from different time intervals into tensors as
inputs. During the evaluation, we perform leave-one-user-out
evaluation (i.e., leaving the whole data from one user as testing
data).

For the Wisture, we perform gesture recognition (swipe,
push, and pull) with Received Signal Strength Indicator (RSSI)
of Wi-Fi signal. We use the dataset collected by Mohamed
et al. [10]. This dataset contains labeled Wi-Fi RSSI mea-
surements corresponding to three hand gestures made near a
smartphone under different spatial and data traffic scenarios.
The Wi-Fi RSSI measurements are classifier inputs, and ges-
tures are used as labels. During the evaluation, we perform
10-fold cross validation.

Under the normal testing scenario, we directly using the
above two datasets for training, validation, and testing. Since
all the previous two datasets are collected under controlled
experimental settings. In order to emulate the intensive het-
erogeneous environment for IoT systems in the wild, we
add additional white Gaussian noise on both of the sensing
measurements and attached time stamps. We call this noise-
augmented scenario. The standard deviation of additional
white Gaussian noise is controlled by the σ multiple of
basic standard deviation unit, where σ is denoted as the
noise intensity. For sensing measurements, the basic standard
deviation unit is 10% of the standard deviation of sensing
measurements collected in the dataset. For time stamps, the
basic standard deviation unit is 10% of the sampling time
interval.
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Fig. 3: The accuracy of algorithms on HHAR under the normal
scenario.
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Fig. 4: The accuracy of algorithms on HHAR under the noise-
augmented scenario with increasing noise intensity.

D. Baseline Algorithms

In order to show the effectiveness of our proposed
SADeepSense framework, we evaluate SADeepSense with
the following state-of-the-art deep learning models and other
traditional machine learning models:

1) DeepSense: This is one of the state-of-the-art unified
deep learning frameworks for IoT applications. It has
the ability to fuse multiple sensor inputs and extract
temporal relationships from sensing data. However, this
algorithm just averages the representations when fusing
information from multiple sensors or over the time. This
baseline algorithm is used to illustrate the effectiveness
of SA module in SADeepSense that is designed to utilize
heterogeneous sensing quality.

2) DeepSense-DA: This is DeepSense framework with
data augmentation training, which is the state-of-the-art
method for solving heterogeneous sensing quality [13].
We implement their prosed Sensor Sampling Jitter noise
dataset with the corresponding HHAR and Wisture
dataset [15], [10]. This augmented dataset captures the
variations in sensor sampling timestamps, which are
likely due to system-related factors such as high CPU
loads. Under the noise-augmented scenario, we further
enhance the algorithm by letting it know the true noise
functions we add to the sensing measurements and time

stamps.
3) RF: This is a random forest algorithm. It selects all popu-

lar time-domain and frequency domain features from [7]
and ECDF features from [9].

4) SVM: Feature selection of this model is same as the RF
model. But this model uses support vector machine as the
classifier.

E. Effectiveness

In this subsection, we will show the effectiveness of
SADeepSense by comparing it with all baseline algorithms on
two IoT applications under the normal and noise-augmented
scenarios.

We first show the recognition accuracy of SADeepSense
and other baseline algorithms on HHAR task under the normal
scenario. As we mentioned before, we perform leave-one-user-
out evaluation (i.e., leaving out one user’s entire data as testing
data) during this experiment. The evaluation results are shown
in Figure 3. All deep learning models (i.e., SADeepSense,
DeepSense, and DeepSense-DA) outperform the traditional
machine learning algorithms under the experimental data
collection setting. This show that the deep neural networks
possess large model capacities, which are good at memorizing
the sensing heterogeneity. When we compare the recognition
accuracy among deep learning models, SADeepSense per-
forms the best. It is because that heterogeneous sensing quality
still exist under the experimental data collection setting. The
self-attention module in SADeepSense is able to fuse multi-
ple sensing streams with different degrees of concentrations
according to their sensing qualities.

Next, we evaluate algorithms on HHAR task under the
noise-augmented scenario. As we mentioned in Section IV-C,
we add additional white Gaussian noise on both of the sensing
measurements and attached time stamps with the standard
deviation being the σ multiple of basic units. We show the
recognition accuracy of algorithms with the increasing noise
intensity σ in Figure 4. Since deep learning based models
outperforms tradition machine learning algorithms, we only
plot the accuracy curves of deep learning based models here.
Although performance degradation appears as we increase the
noise intensity, SADeepSense consistently performs the best
with a clear margin. SADeepSense can reduce performance
degradation by 50% at least compared to others. Therefore, the
self-attention modules for sensors and over time work properly
to identify and exploit the high-quality sensing measurement
for the recognition task.

Then, we turn to show the the recognition accuracy of
SADeepSense and other baseline algorithms on the Wisture
task. Under the normal scenario, we perform the 10-fold
cross validation for evaluation. As shown in Figure 5,
deep learning models still outperform the traditional machine
learning model. However, the performance gain is less than
the case in the HHAR task. Since there is only one sensing
modality, Wi-Fi signal, involving in Wisture, only sensing
heterogeneity over time exists. Therefore, performance gain
caused by blindly increasing model complexity is limited
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Fig. 5: The accuracy of algorithms on Wisture under the
normal scenario.
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Fig. 6: The accuracy of algorithms on Wisture under the noise-
augmented scenario with increasing noise intensity.

here. However, SADeepSense still performs the best, thanks
to our temporal self-attention module for exploiting sensing
heterogeneity over time. One interesting observation is that the
accuracy of DeepSense-DA is lower than DeepSense, which
means that performance degradation appears after training with
data augmentation. Therefore, the sensor sampling jitter noise
dataset used in DeepSense-DA fails to capture the true sensing
heterogeneity in the Wisture task.

We further evaluate SADeepSense and other baseline al-
gorithms under the noise-augmented scenario. We still add
additional white Gaussian noise on both sensing measurements
and attached time stamps with the standard deviation being
the σ multiple of basic unit. The recognition accuracy of
all algorithms with the increasing noise intensity σ is il-
lustrated in Figure 6. Although data augmentation training
causes performance degradation under the normal scenario,
DeepSense-DA still performs better than DeepSense as we
increase the noise intensity. This is because that we further
enhance DeepSense-DA by letting the algorithm know the
true noise function we add to the dataset. DeepSense-DA is
then able to generate the optimal augmented data for training.
Therefore, getting the exact noise function is important to
the data-augmented based method. However, our proposed
SADeepSense framework requires no prior knowledge about
sensing heterogeneity or noise function. The framework can

Fig. 7: The correlation between attention weights and noise
intensities for HHAR.

Fig. 8: The correlation between attention weights and noise
intensities for Wisture.

infer and utilize the sensing measurement according to their
qualities with the help of our self-attention module. In this
experiment, SADeepSense still outperforms all others with a
clear margin in all cases.

In order to further investigate the functionality of our prosed
self attention module, we have an additional experiment testing
the correlation between the sensing measurement quality and
attention weights learnt in SADeepSense. During this experi-
ment, we focus on the noise augmented scenario. It is because
that, within noise-augmented dataset, the quality of sensing in-
put can be partly decided by the additive noise. Larger additive
noise indicates lower sensing quality. In SADeepSense, there
are at most two types of attention weights, attention weight
over sensors and attention weight over time. We can easily
obtain the overall attention by multiplying the corresponding
elements from these two attentions. The results for HHAR and
Wisture tasks are shown in Figure 7 and 8 respectively. Since
each sensing measurement does not contain the same amount
of information, the correlation between attention and noise is
not linear. However, we do witness that the attention weights
tend to be smaller when the measurement has stronger noise.

Therefore this experiment indicates that the self-attention
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Fig. 9: The execution time of algorithms for HHAR on Nexus
5.
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Fig. 10: The energy consumption of algorithms for HHAR on
Nexus 5.
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Fig. 11: The execution time of algorithms for Wisture task on
Nexus 5.
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Fig. 12: The energy consumption of algorithms for Wisture
task on Nexus 5.

module in SADeepSense do infer and utilize sensing quality
for fusing multiple sensing streams.

F. Execution Time and Energy Consumption

Finally, we measure the execution time and energy con-
sumption of SADeepSense on an IoT device, Nexus 5 phone.
We compare SADeepIoT with all baseline algorithms intro-

duced in Section IV-D. We conduct 500 experiments for each
metric and take the mean value as the final measurement.

The evaluation results of model execution time and en-
ergy consumption for HHAR and Wisture are shown in Fig-
ure 9, 10, 11, and 12 respectively. Compared to DeepSense,
SADeepSense only shows limited overhead on execution time
and energy consumptions, while achieving better predictive
performance. DeepSense-DA takes the same execution time
and energy compared to DeepSense, because DeepSense-
DA uses the same model structure as DeepSense with only
addition data augmentation training. However, as shown in
Section IV-E, the performance of data augmentation training
relies heavily on the quality of augmented dataset, where the
final prediction accuracy can even drop sometimes. Compared
to other traditional machine learning algorithms, the execution
time and energy consumption of SADeepSense is acceptable.
In addition, random forest takes relatively long time to run. It is
because random forest models consist of long decision paths
that contain a large number of condition operations, which
slow down the instruction pipelining in the CPU.

V. DISCUSSION

This paper proposes a novel deep learning structure to fuse
information from multiple sensing modalities and over the time
according to the sensing quality. Throughout the paper, we
treat other method for solving sensing heterogeneity, especially
data augmentation, as the baseline algorithm to compare with.
However, our proposed self-attention module is independent
to the data augmentation training. The combination of two
techniques are possible to further improve the ability of neural
network to handle heterogeneous sensing inputs in IoT.

SADeepSense focuses on understanding and utilizing sens-
ing quality without any additional supervision. However ad-
ditional supervisions or constraints about sensing quality can
be easily adopted by the SADeepSense. Supervisions or con-
straints can be imposed on the output of self-attention module,
informing the framework to take additional information into
account. Topics on designing additional supervisions and con-
straints, such as temporal and spatial sensing coherence, on
the top of self attention module still need further studies to
formally solve this problem.

In addition, this paper mainly focuses on additional over-
head caused the self attention module instead of the absolute
execution time and energy consumption consumed by the
whole framework during the evaluation. Neural network mod-
els and structures can be compressed for improving the system
efficiency. The state-of-the-art method is able to generate
a compressed neural network that can reduce the system
resource consumption to be less than 10% without hurting
the prediction accuracy [24]. However, this is out of the scope
of our paper. Therefore, during the evaluation, we take the
overhead of SADeepSense compared to DeepSense as the
main indicator of our system efficiency.



VI. CONCLUSION

In this paper, we introduce a deep learning framework,
called SADeepSense, for solving the heterogeneous sensing
quality problem in IoT applications. SADeepSense designs a
novel sensor-temporal self-attention module to estimate input
sensing quality by exploiting the complex dependencies among
different sensing inputs over time. Experiments on noise-
augmented human activity and gesture recognition show that
SADeepSense greatly mitigates the performance degradation
caused by low input sensing quality with little additional
computational overhead. This framework is an important step
towards designing deep learning structures for handling hetero-
geneous sensing quality without external calibration. However,
more exploration on model design and system implementation
are needed. On one hand, applying attention mechanism on
IoT applications can be different from its traditional usage
in natural language processing and computer vision due to
the nature of multiple-sensor fusing in IoT systems. On the
other hand, more observations and modeling of IoT systems
deployed “in the wild” are needed to design specific deep
learning structures that deals with heterogeneous sensing qual-
ity.
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